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A discrete representation of free MV-algebras
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We prove that the n-generated free MV-algebra is isomorphic to a quotient of the disjoint union of
all the n-generated free MV(™-algebras. Such a quotient can be seen as the direct limit of a system
consisting of all free MV -algebras and special maps between them as morphisms.
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The variety of MV-algebras is the equivalent algebraic semantics of the infinitely-valued Lukasiewicz
logic [1], and MV ,-algebras are algebraic models of the Lukasiewicz logic with n truth values (2 <n <
w).
Recall that an algebra A € V is said to be a free algebra in a variety V, if there exists a set Ag C A
such that Ag generates A and every mapping f from Ag to any algebra B € V can be extended to a
homomorphism h from A to B. In this case Ag is said to be the set of free generators of A. If the set
of free generators has cardinality m € w then A is said m-generated or, in general, finitely generated.

The structure of non-equivalent formulas of Lukasiewicz propositional logic forms the free w-generated
MV-algebra, through the well-known Tarki-Lindenbaum construction. If we restrict to non-equivalent
formulas with m propositional variables, then we obtain the m-generated free MV-algebra.

R. McNaughton described a set of special functions f : [0,1]™ — [0, 1], given by all the continuous
piecewise linear functions with integer derivatives, called after him McNaughton functions. Such a set,
when endowed with MV-operations defined component-wise, is isomorphic to the m-generated free MV-
algebra [6]. It is worth to stress that the characterisation due to McNaughton was improved in [7, 8].
Another characterisation of the free MV-algebrea is given in [9]. Let MV,, indicate the subvariety of
MYV (the variety of all MV-algebras), given by all MV,,-algebras. In [3, 4] is given the description of the
m-~generated free MV-algebra as a subalgebra of the inverse limit of a system consisting of m-generated
free MV-algebras in the variety MV,,. A closely related family of varieties is given by MV™ for n e w,
where each of them sits between MV and MV,,.

An algebra is locally finite if all its finitely generated subalgebras are finite. Recall also that a variety
is called locally finite if all its finitely generated members are finite. The link between the two concepts
is given by the fact that a variety is locally finite if, and only if, its free algebra over w generators is
locally finite. It is known that the variety MYV is not locally finite but, remarkably, it is generated by
all simple finite MV-algebras. In addition we have that the subvarieties of MV which are generated
by finite families of simple finite (finite and linearly ordered) MV-algebras are locally finite. So finitely
generated free algebras in any variety MV,,, as well as MV™ | are finite, while finite generated free
algebras in MV are infinite.

For any integer m > 1, we give a representation of the free m-generated MV-algebra in MV, denoted
by Fmv(m), using in a suitable manner, all the free m-generated algebras from MV("), for every n,
denoted by Fypy (m). A similar approach was studied in [2], although the authors only deal with the
case with one generator.
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2 A. Di Nola, R. Grigolia, and L. Spada: A discrete representation of free MV-algebras

Unfortunately it is impossible to define a family of morphisms which send in general Fypy (m) in
Fyryetn (m). For this reason, in order to build the desired direct limit, we will forget all the structure
of MV-algebras, and we will give a canonical method to re-endow the direct limit with the necessary
structure of MV-algebra. The natural question whether it is possible to uniformly define a family of
lattice-embeddings between Fygyx (m) and Fyym+1) (m), for any n € w remains unanswered to us.

We will use the case with one generator to explore concretely the construction of the direct limit and
we will use it as a springboard to abstract and generalise to the case with more than one generator.

1 Preliminaries

We recall that an algebra A = (A;®, -, 0) is said to be an MV-algebra, [1], if it satisfies the following
equations:

(i) (z@y)@z=20(yd2); (i) c Dy =y®w;
(ti1) x® 0= ; () =@ =0 = —0;
(v) ~z == (vi) 2(rz@y) By =-("ydz) D2

Notation 1.1 It is often useful to consider also the following defined operations.
1:=-0; T Oy = =(~z D y);
We shall also drop the ® symbol, writing ab for a ® b and use the following abbreviations:
a"=a@®---0a and (nJa=a® - -Da.
n times n times

Every MV-algebra has an underlying ordered structure defined by = < yiff ~-a®y = 1 and (4; <,0,1)
is a bounded distributive lattice. Moreover, the following property holds in any MV-algebra:

zy<zAy<zVy<zdy.
The unit interval of real numbers [0, 1] endowed with the following operations,
x@®y=min(l,z+y) and -z=1-uzx,

is an MV-algebra. It is well known that the MV-algebra S = ([0, 1], ®, -, 0) generates the variety MV,
in symbols V(S) = MV.

The subvariety MV(™ c MV is axiomatized by the extra axiom: (n+ 1)z = (n)z .
Let us write wg for w \ {0}; for n € wy we set S, = (Sn; D, —,0), where

1 1
Sn:{o,,...,” ,1}
n n

and the operations @, - are defined as in S. Then MV™ = V({S), ..., S, }).

Notation 1.2 Since the context does not allow confusion we will write F(™ (m) for Fyye (m) and
F@®) for Fypym (1). Furthermore F(m) will be used instead of Fyy(m) and simply F for Fyy(1)

The description of F(™) (m) can be found in [4], we recall some of the results contained therein.

Definition 1.3 The function v,,(z) is defined as follows:
v (1) = 2™,
vy (2) = 3™ — 2™,

vm(n) =M+ D" — (vn(n1) + ... + v (ng—1)),
where ny = 1,n; = n and ng, ...,ni_1 are all the strict divisors of n.
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The following characterisation will be heavily used in the paper:
Theorem 1.4 ([3, Lemma 2.2]) With the above notation:

FM (m) =2 01 | x gomn),

Proposition 1.5 ([3]) Given a tuple (a1, ...,a;) in F™(m) there is a (m + 1)-ary McNaughton
function f such that the set {a1,...,ar} is exactly the range of f restricted to |J!_, S;.

2 Representation of 1-generated free MV-algebras

The above theorem gives a geometrical interpretation of the algebras F(™) (m), indeed, modulo a per-
mutation of the components, we can think of its elements as point in the (m + 1)-space.

Figure 1 represents an element of F (5)(1) in two ways. In the first part the component are ordered
following the natural order Sy, 51, S2,S3, 95... in the second part the components are disposed in order

to match their values in the square [0, 1] x [0, 1].
L) [

Fig. 1 The black lines in the figures depict the same element of F(5)(1)(= S? x S2 x S3 x S7 x S§)

Both representations will be suggestive in the following; next definition enables us to formalise the
two representations of Figure 1.

Definition 2.1 Q is the set of irreducible fractions between 0 and 1, endowed with the natural order,
which we will indicate as usual with <.
Q= has the same domain of Q but its linear order < is given by

m
f<Bif,andonlyif,n<qor,ifn:qthenm<p
q

So the <-sorted listing of Q is {9,1,4,1, 2 2 3 1 2 1}
The <-ordered version of Q will give the indexes of the element of the free algebras as in the right
part of Figure 1, while the <-sorted version of Q will serve for the left-hand. In the latter case, if for
some k € wy the tuple (a1,as,...,ax) is an arbitrary element of F(*)(m), we will equivalently denote it
by (a%,a%,a%, ...yaq), where ¢ is the k" element of Q~.
Thanks to this notation we will think of a tuple (a% ;01,0

plane given by the pairs

1 aq) as a sequence of points in the real

0

1 1
770'%)’ (iva%)a (gva

. )s s (Q, aq),

(

for any ¢ in Q<.
The notation may look a little bit unconventional but it will allow to express in a succinct way the
constructions carried out in the rest of the paper.

Notation 2.2 Following the above discussion when we write (a4)qe0< We denote the ordered se-
quence (a%,a%, ....), just in the same way as (ay)nen usually denotes the ordered sequence ay,as, ....

The object in the direct system we want to construct will be the set-reduct (which we still indicate with
the same symbol) of all MV-algebras F("). Next, we define a family of embeddings ¢, : F*) — Fk+1),
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4 A. Di Nola, R. Grigolia, and L. Spada: A discrete representation of free MV-algebras

The intuitive idea behind the definition of ¢ is as follows. Given a tuple (a1, ..., a,) in F*) we know
(Theorem 1.4) that there is a McNaughton function f(z) such that the set {a1,...,a,} is exactly the
range of f(x) restricted to Ule Sk. Hence we define £(ayq, ..., a,) as the tuple given by the domain of
f(x) when restricted to Uf;l Sk41-

Of course, there can be several functions satisfying the hypothesis, but we provide a procedure which
forces us to select the “simplest” one (i.e. the one with the minimum number of linear pieces).

More precisely, if we index the tuple (aq,...,a,) by an initial segment of Q, (a%a%, ...,a%), we
define the new components Al @k by interpolation. So if we want to find the value of an arbitrary
a i we shall look for the closest fractions above and below k%_l, say r and % such that n,q < k + 1.

Then we calculate the function of the line which connects (7,a=) and (£, ag) and finally we evaluate
such a function on the point 4.
[ ] [ ] [ ] [ ]

Fig. 2 &5 sending an element of F5 to an element of Fg.

We now formalise this idea. To begin with we define the two functions which, given a fraction 7+ € Q,
give the smallest and the greatest fractions in @ which are above and, respectively, below ™ and have
denominators smaller then n.

Definition 2.3 Let us define for any > € Q

M+ @ a m

(n) —max{b€Q|b<nandb<n}
and

m, _ . a a_m

(E) fmln{5€Q|g>gandb<n}.

Just to avoid confusion we stress the fact that the minimum and the maximum of the above definition
are taken w.r.t. the natural order of Q. We are ready to formally define the family of embeddings ¢y.

Definition 2.4 Let a = (a0, a1, ...,a%l) be an element of F*), then we define:

ey A _k )

Ek(a) = (a %ﬂ, -

=lo

PR FN

s

where for all 1 < j < k4 1 such that € Q, we let a_; be the solution of the linear equation:

J
k+1 oy

_J (1 - a j —Q; j \_—
e - R Y%E T Y%

(F)" = (B A+ ~ Ut~
Lemma 2.5 ¢ is an embedding from F*) to F:+1),

Proof. To see that the fractions a_s of Definition 2.4 belong to Sk4+1. Let y = mz + n be the
S+

equation of the line connecting the points ((L)‘ﬂa(kilﬁ) and ((747)7, a2 -), hence

k+1 oy

| o _mitnlktl)
"I E+1 - kE+1 ’
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Since a . obviously belongs to [0, 1] this gives a . € Sit1. Finally ¢y is trivially one-to-one. O
We build now a direct system in the category of sets as follows. For ¢ < j € wy let us denote by €
the embedding ;_10...0¢; : F@ — FU) With this notation we have g; = €i(i+1) and g;; is the identity
map of F for all i € wy. It is clear that gijoegjr =€ fori < j < k.
Hence {(F" &) | 4,5 € wp and i < j} is a direct system, let D be its direct limit. D can be seen as
the quotient of the disjoint union H{F*) : k € wy} over the equivalence relation E defined by

zEy if, and only if, z € FO y e FU) for some i < j € wy and gij(x) =y.

Lemma 2.6 For any element a € D there exists a unique i € w and a unique infinite sequences
(a®, a1V ) such that for all k> j > i:

(i) a9 has no inverse image with respect to £;_1;
(ii) there is exactly one a\9) € FU);
(iii) ejx(a?)) =a®;
(iv) the E-equivalence class of a¥) is a.

Vice versa, given a sequence which satisfies the conditions (i)-(iii) above there exists a unique a € D
for which the condition (iv) is satisfied.

Proof. Any a € D is an equivalence class of the disjoint union H{F®* : k € wy}, let us indicate
it by {a(i)}ie 1, since the €;; are embeddings, any two elements of the equivalence class must belong to
different components of the direct limit, hence any (¥ € F(*). Thus, the linear order on the direct limit
(FO,F@) ), induces a linear order with minimum on the equivalence class a, say (a(?,a(*1 ...
Note that if there exists b € F(~1 such that e~!(b) = a’ then also b would belong to the sequence
(a®,al+1) ), which is a contradiction. So also condition (i) is satisfied. Finally notes that a() and
a® belong to the same equivalence class if, and only if, 5jk(a(j)) = a® . For the other direction
note that any sequence (a(?, a1 ...) which satisfies (i)-(ii4) is an E-equivalence class. Hence taking
a={a®, a1V .} leads to the desired element. O

Definition 2.7 Given any element a € D we will call the sequence given by Lemma 2.6, the snake
of a. Given a snake (a(?,a**t1) ..} any sub-sequence of the form (a\?),aU+V) ..} for j > i will be called
a subsnake.

Of course a subsnake is not a snake but still satisfies conditions (i) and (i3¢) of Lemma 2.6. Note
also that a sequence can be the subsnake of at most one snake, as they partition the set D.

Lemma 2.8 Let a € D and (a(i),a(”l), ...) be its snake, there is a unique McNaughton function
f(z) such that, if k > i then a’® = (f(q))q<p for some p € Q.

Proof. Let a9 = (a%,a%,...) seen as the sequence of points in the plane (%,a%), %,a%).... Then
take as f the function which linearly connects these points, this is obviuosly a McNaughton function.
Since ¢}, extends a*) by interpolation we have that for all k > i, a®) = (f, (q))g~p, for a suitable p € Q.

The unicity is straightforward as (a(i), alith), ...) is an infinite sequence. O

The final step is to endow D with the structure of MV-algebras. It easy to see that the embeddings
preserve the constant 0 and —, hence we only need to introduce the operation @ on D. Roughly speaking
we will show that even if the €j, are not MV-embeddings, they become MV-embeddings for a sufficiently
large k. Such an idea is formalised in the following lemma.

Lemma 2.9 Let a,b € D and let (a™, a1V ) and (b9, U+ ) their respective snakes. If i < j
then for some | the infinite subsequence (aUTD @ b+ qUHHD) g pl+HD) | ) of (W) @ bW U+ g
bUHY ) is a subsnake of a (necessarily unique) snake.
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6 A. Di Nola, R. Grigolia, and L. Spada: A discrete representation of free MV-algebras

Proof. Let f(z) and g(z) be the two McNaughton functions of (a¥), a1 ...) and (b@), 60+ ),
given by Lemma 2.8 and let us call h(x) the McNaughton function f(z) @ g(x). So

) ) ) ) m m

(a9 @09, @0, ) = (W) mcqemsjs (W) meqmssins )
Suppose that an [ as in the statement does not exist. This amount to say that for all k € w, €j+k(a(j+k) D
bUtR)) £ qli+k+1) g plG+E+1) and by the above equation this means that for k € w,

m m
5jk((h(z))%€Q<,n§j+k) # (h(g))%€Q<,n§j+k+l-

But, since ¢; is defined as an interpolation extension, this goes against the fact that h(z) is built by
finitely many linear pieces. O

Definition 2.10 We define the operation @ in D as follows: let a,b € D and let (¢, a+1) a2 )
and (b0), pUH+D) pU+2) ) their respective snakes then a @ b is defined as the element of D whose snake
is inside (a\?) @ bU) U+ @ pUFD ).

Of course the above introduced operation on D we have used the classical symbols of MV-algebra,
but so far we have not proved that (D,®,—,0) is an MV-algebra. We will do it now, proving directly
that such a structures is isomorphic to the 1-generated free MV-algebra.

Theorem 2.11 The algebra (D, ®,—,0) is isomorphic to the MV-algebra (M,®,—,0) of all Mc-
Naughton function in one variable.

Proof. We define an isomorphism ¥ form D to M, by taking as ¥(d) the McNaughton function
associated to d as in Lemma 2.8. To prove that ¥ respects 0 and — is straightforward.
In order to see that W respects @ take ¢ = (¢, ¢+ ) and d = (d¥),dVU*Y..) in D with j > i.
Suppose that f = ¥(c) and g = ¥(d), then it is readily seen that f @ g is such that for all k > j,
a® @ d® = ((f @ 9)(q))4eo=- But such McNaughton function is unique and it is exactly the image of
c@d. O

3 The general case

Summing up what we have done in the previous section, we have accomplished the following results:

: In Definition 2.3 we have defined a family of embeddings going from the free algebra of MV,, and
the free algebra of MV, ;1.

: In Lemma 2.6 we have shown that the equivalence classes of the direct limit have peculiar properties
which allow to put them in bijective correspondence with McNaughton functions (Lemma 2.8).

: Taking advantage of such a correspondence we defined MV-operations on the direct limit which
make it isomorphic to the free MV-algebra (Theorem 2.11).

So the main issue is to define the embeddings in such a way that this bijective correspondence is
guaranteed. This was solved in the 1-generator case by attaching a McNaughton function to a tuple, in
such a way that this is preserved under the embeddings.

The difficulties which arise in the general case lay on the fact that while the dimension increases
polynomialy in the number of generators (n+1), the number of adjacent points to interpolate grows
exponentially (27).

To better explain the problem let us consider the free algebra with two generators of MV;. In the
Figure 3 we see that for the same tuple in F (1)(2) there are at least two natural McNaughton functions
which we can associate and, even worse, that none is linear but only pice-wise linear.

So in the cases with m > 1 there is not a straightforward canonical method to send a tuple of
F™(m) in a McNaughton function. For this reason in the rest of the paper our argument will take a
more abstract flavour.

The first thing to do is to fix a precise (but still arbitrary) way to organize the element of a tuple in
F™)(m) as points of the (m + 1)-space.
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Fig. 3 Two possible McNaughton functions associated to a tuple in Fj(2)

Definition 3.1 The linear order (Q™, <*) is defined as follow:

o Q" is the subset of direct product of n copies of Q given by those tuples for which the l.c.m of the
denominators of its elements is the denominator of some of its elements (remember that we think
of 0=Y%and1=1.)

e The order <* is inherited form < as follows:

(21, ey n) <* (Y1, .., Yn) if, and only if,

L1y, Ty =< Y1 O v OF X1, ey Ty < Yn

Or, if this is not the case, then r1 <Y1,
or if 1 = y; then T2 < Y2,
orif 1 =vy1,...,Tp—1 = Yn—1 then Tn < Yn.

Just to give an example a <*-listing of Q% would be

(0,00, 0,1), (1,0), (1,1), 0, ), (1,): (5,00, (5. 1, (5 3+ (0 3), (1.3 (5.0,

1 11 2 2.,1 2 2 2 21,22

771 y\g? o9/ 077 ) 177 '\ g’ o/ 770u 771 '\ g 9/ \gr o/ "
Note that the order of Definition 3.1 is arbitrarily chosen, any order which gives to elements of S,
“coordinates” with denominator dividing n would do the job.

Such an order allows to arrange an element of F(™)(m) as a sequence of points in the (m + 1)-
space as follows. Since (Q™, <*) is denumerable and a discrete linear order with an initial point it is
order-isomorphic to (N, <),

Definition 3.2 Let 7, : N — Q™ be the only bijection preserving the order and let o, be its
inverse.

Then, given an element a; of a tuple (a1, as, ...,a;) € F(m), we can think of it as a point of the
(m + 1)-space 7., (%).(a;) where . denotes the operation of concatenation.

The next step will be the following: given a tuple (a1, as, ...,ar) € F (m) we need to find a canonical
McNaughton function passing through the sequence of points associated to it. The function must be
canonical in the sense that if we prolong the sequence of points associated to the tuple with new points
belonging to the range of the function and we re-apply our procedure to such a sequence we will obtain
the same McNaughton function. This will give us a way of defining the embeddings ¢j, 1+ satisfying
the requirement presented at the beginning of this section.

The idea is to associate McNaughton functions to elements of F(™ (m) in a recursive way. This will
allow to associate new functions only to the elements of F (k)(m) which are not in the image of any
previously used McNaughton function. So, to define €, ;41 on sequences which are in the range of €51 &
we look beckwards to the McNaughton function associated to the tuple where the object comes from.
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8 A. Di Nola, R. Grigolia, and L. Spada: A discrete representation of free MV-algebras

Definition 3.3 We say that a total function ® which goes from |J, ™ (m) in the set of m-ary
McNaughton functions is a strict correspondence if for any (ai,as,...,ax) € F™(m) (with k =
S vm(i) ®(ay,as,...,a;) is a McNaughton in m variables which has a minimal number of linear
pieces among the ones whose graph contains {7(a1).a1, 7(az).az, ..., 7(ag).a }.

The reason for requiring strictness is to be found in the constraints in order to consider all the
McNaughton functions, as it will be clear form the proof of Lemma 3.8. Of course a strict correspondence
in general does not satisfies the canonicity condition described above. But any strict correspondence
induces another one which satisfies canonicity.

Definition 3.4 Let ® be a strict correspondence and (a1, as, ..., a;) € F™ (m) with k = 3" vy, (4),

we define f(‘l;l a30emmsa)’ the McNaughton function associated to (a1, as, ...,ax) by induction on n as

follows.

e If n =1 then £2

(1,2, ax) = d(ay,as,...,ax)

e If n> 1 then let b = 527" v, (i), there are two cases:

(i) the points {7, (ap+1)-(ap+1), ooy Tm(ag).(ax)} belong to the graph of f(?zl,ag,...,ah)’
then f(‘l’ ) =1 )
a1,a2,...,ak a1,a2,...,ap

(ii) otherwise f(‘f’h?a?,_” ap) = ®la1, a2, ..., ax).

It is straightforward to prove, by induction on n, that the map which sends a tuple in the McNaughton
function associated to it is a strict correspondence.

Henceforth we assumed fixed a strict correspondence ® and drop the superscript of f.

Definition 3.5 Let h = Y v, (i), k = Z::ll vm(i) and @ = (ay, ...,ap) € F™(m) we define the
tuple

62}n+1)(a1, ceny ah) = (al, ey Ay Qhy1y ooy ak).

The first h values are exactly as in @ and if ¢ > h then q; is such that (7,,,(¢), a;) belongs to to the graph
of f(al,ag,...,ah)-
The embedding €, with n > n’ is defined as the composition Eni(n/41) © - © Eln_1)(n)

Lemma 3.6 The functions €™, are embeddings from the underlying sets of F™ (m) to ]:("/)(m),
That €], are injective follows trivially from the definition. Note that in this case €], are not —-
embeddings because the arbitrariness of the choice of the strict correspondence destroys the symmetry
needed for 7', , to be a —-embedding. The case with 1 generator does not suffer this problem as there
exists only one correspondence satisfying strictness.

So, for every m, we have a directed system {(F® (m),ef}) | i,j € wo and i < j}. Let Dy, the direct
limit of such a system. Again D,, can be seen as the quotient of the disjoint union H{F*) (m) | k € wo},
over the equivalence relation E defined by

zBy if, and only if, z € F©(m),y € FU)(m) for some i < j € wp and &;;(z) = y.

Lemma 3.7 For any element a € Dy, there exists a unique i € w and a unique infinite sequences
(a®, a1V ) such that for all k> j > i:

(i) a has no inverse image with respect to ;_1;
(ii) there is exactly one a9 € FU)(m);

(iii) e;1(a")) = a®;

(iv) tthe E-equivalence class of a¥) is a.
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Vice versa, given a sequence which satisfies the conditions (i)-(iii) above there exists a unique a € Dy,
for which the condition (iv) is satisfied.

Proof. Exactly as in Lemma 2.6 O

So we can define, also in the general case, the notions of snake and subsnake.

Lemma 3.8 For any snake a = (o™, a0*Y, .) there exists a unique McNaughton function f(z) such
that if k > i then there exists p € (Q", <*) such that a(F) = (f(q))g=p- Vice versa, for any McNaughton
function f there exists unique snake which a subsnake of the sequence (f(q))geon -

Proof. It is easy to see, from how the embedding ¢ are defined, that the McNaughton functions
associated to a¥) for i < j are all identical. The unicity comes from the fact that the sequence is infinite.

For the other direction it is sufficient to show that for any McNaughton function f there exists a a
tuple in some F such that f is the unique McNaughton functions whose range contains the points
associated to the tuple and its number of pieces is minimal. Take a tuple a such that f is minimal and
suppose that is not unique. The McNaughton functions with minimal number of pieces passing through
a are easily constructed by all the possible triangulation of the points associated to a, hence they are in a
finite number. Now extend the tuple a with new points which rule out all the other minimal McNaughton
functions. Finally take the appropriate b in some F(™ which extends the sequence constructed. Then
f is the McNaughton function associated to b. O

Lemma 3.9 Let a,b € D,, and let (oD, a0, ..) and (b9),bU+Y) ) their respective snakes.
If i < j then for some | the infinite subsequence (aUTD @ pUTD  qUHFY g pU+HFD ) of (o) @
b, aUt) @ b(j“),...) is a subsnake. Similarly there exists m such that the infinite subsequence
(maUtm) —qltmtD) ) of (maD), —aU+D) | ) is a subsnake

Proof. As in the proof of Lemma 2.9, let f and g be the McNaughton functions given by Lemma
3.8 and consider the snake of f & g. Similarly for —. O

Definition 3.10 We endow the set D,, with the structure of an MV-alegbra. Let a,b € D,, and let
(a®, a1 o042 ) and (b0) pUH+D pU+2) ) respectively, their snakes.

e The element —a is defined as the element of D,,, whose snake is inside the sequence (—\a(i), —a (it )

e the element a @ b is defined as the element of D,, whose snake is inside the sequence (a(j) @
b U+ g pli+1), L)

e finally the constant 0 is interpreted in the snake composed by only sequences of 0’s.

Theorem 3.11 The algebra (D,,,®,—,0) is isomorphic to the MV-algebra (M,,,®,—,0) of all Mc-
Naughton function in m variable.

Proof. Asin the case with 1 generator (cfr. Theorem 2.11) O

4 Conclusion

We have described the free MV-algebras on m generators as a weak form of direct limit in which the
operations of MV-algebras are restored in a geometrical way. This representation has the advantage of
connecting the variety of all MV-algebras to the simpler varieties MV™ . An immediate corollary of
this construction is the following well-known result [5].

Corollary 4.1 A sentence is valid in the Lukasiewicz infinite-valued logic if, and only if, for any
k > 1 there is n > k such that the sentence is valid in the Lukasiewicz n-valued logic.

Copyright line will be provided by the publisher
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Proof. For the non-trivial direction, let us see that if a sentence is not valid in Lukasiewicz infinite-
valued logic then there exists k£ such that it is not valid in all Lukasiewicz n-valued logic with n > k.
Since the Lindemaum algebra is isomorphic to the algebra of McNaughton functions, the failure of a
formula in Lukasiewicz calculus can be characterised by the fact that its associated McNaughton function
is not the constantly 1 function. This in turn implies that the snake associated to it by Theorem 3.11 is
not constantly one, hence there exists a free algebra F (k)(m) such that the equivalence class associated
to the sentence is not 1, and by the definition of the embeddings ¢ this also holds for all for all the free
algebras (™) (m) with n > k. O

Another fact worth to be mentioned is that even if we did not give a direct proof that (D,,, &, —,0)
is an MV-algebra, it follows from Theorem 3.11 that indeed it is. This means that if instead of proving
theorem Theorem 3.11 we undertook the tedious task of verifying that all MV-axioms hold in D,
it would have turned out to be an MV-algebra and easy proved to be the free MV-algebra over m
generators (using the Theorem above). But then the proof of Theorem 3.11 would have given us an
alternative proof of McNaughton Theorem.
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